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What’s holding us back?

Fact 1: We know our microscope is capable of “atomic” resolution

Fact 2: Our best 3D maps are not at atomic resolution

5 nm
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Why do different maps reach different resolutions?

Lau and Rubinstein (2012). 
Nature 481, 214-17.

Baker, Watt, Runswick, Walker, and 
Rubinstein (2012). PNAS 109, 11675-80.

9.7 Å 18 Å

Benlekbir, Bueler, and Rubinstein (2012).
NSMB In Press.

11 Å
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Particle image (pair) alignment accuracy

Baker, Watt, Runswick, Walker, and Rubinstein (2012). 
PNAS 109, 11675-80.
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What is a good image?

• Contains high-resolution information that
  can be extracted by averaging

   
• Contains enough low-resolution information
  to allow alignment and coherent averaging
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What is a good image?

• Contains high-resolution information that
  can be extracted by averaging
  (reduce drift, coherent illumination, parallel   
  and untilted illumination, use little defocus,
  use low electron exposure)
• Contains enough low-resolution information
  to allow alignment and coherent averaging
  (use more defocus, use higher electron  
  exposure)
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Coherence
Beam tilt/Coma

Radiation damage 
Choosing defocus

Lens hysteresis

Specimen drift
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Gun
Condenser lenses

Specimen
Objective lens

Projector lenses

Specimen stage
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Coherence and coma
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Important terminology: 
• Temporal and Spatial coherence
• On-axis coma and off-axis coma

Choices:
• Condenser lens 1 setting
• Condenser lens 2 setting
• Condenser lens 3 setting (if available)
• Condenser aperture
• Area of specimen irradiated

10



Temporal coherence

Ideally, electrons leaving the source will all be of the same energy and therefore the same 
wavelength.
In practice, there is always a spread of energies leaving the electron source.

Energy
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Ideal electron source:
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Energy of electron in direction of beam = Accelerating energy + Energy in Tip 

An electron beam will have more temporal coherence when it is emitted from a cold tip

Hot tip: Cool tip:

acceleration
due to applied
field

Temperature dependance of electrons in beam

energy

pr
ob

ab
ili

ty
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d

Spatial coherence

Conclusion: the smaller the tip, the better the spatial coherence of the source

l 
p

source specimen

At point “p”, electrons from the centre of the source will have traveled distance l.  Electrons from 
the edge of the source will have traveled

€ 

( 12 d)
2 + l2

€ 

( 12 d)
2 + l2

Electrons from edge will be out of phase with electrons from centre by

€ 

l − ( 12 d)
2 + l2

Ideally, the electron gun would be a point source, but in practice it has a finite size
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Things that affect spatial coherence:
(1) The size of the tip in the gun
(2) The gun lens (FEG):
      increased brightness=decreased spatial coherence
(3) The condenser 1 lens setting (i.e. spotsize):
      increased brightness=decreased spatial coherence
(4) condenser 2 aperture size:
      bigger aperture=decreased spatial coherence

General rule:
For a given gun, the higher you set the brightness, the 
less coherent your illumination will be.

Natural assumption:
One should set the gun lens, C1 lens, C2 aperture, and 
C2 lens to provide just enough brightness to irradiate 
the area you want to irradiate.  However...

14



3.2. When is axial coma important?

As is shown in Eq. (4), the phase error due to coma increases
steeply (i.e. as the third power) with the resolution (expressed as
the spatial frequency, s). As a result, coma may cause a negligible
effect up to a given resolution (say 0.8 nm), but at the same time it
may cause the phases to be essentially random at only twice that
resolution (say 0.4 nm). The parameters that determine whether
axial coma is important, for which the user has experimental con-
trol, are the beam tilt, which we emphasize in the discussion below,
and the electron wavelength. The wavelength-squared dependence
of the phase error is actually quite significant. All else being equal,
for example, the phase error is reduced by a factor of !2.2 when
going fromanelectron energyof 100 keV to200 keV, and it is further
reduced by a factor of !1.6 when going from 200 keV to 300 keV.

Another important point to make is that the other two effects of
beam tilt, i.e. the introduction of excess defocus and excess astig-
matism, actually remain negligible at the point when the phase er-
ror due to axial coma first becomes too large to ignore. Referring to
Eqs. (2) and (3), respectively, and assuming Cs = 2.5 mm and
k = 2 pm (i.e. electron energy = 300 keV), a beam tilt of 1 mrad
introduces an excess defocus of only 5 nm and an excess astigma-
tism that is only half that value, while the maximum phase error is
already !56! at a resolution of 0.4 nm. Since the values of the
accelerating voltage and the coefficient of spherical aberration,
Cs, vary from one microscope design to another, the reader should
use Eqs. (2)–(4) to calculate the values that apply to their respec-
tive research instruments.

Because the excess defocus and the excess astigmatism are rel-
atively insensitive to beam tilt, alignment of the incident beam to
the current axis of the objective lens is fully effective as a way to
reduce these two effects to negligibly small values. At the same
time, however, one must be aware that current-axis alignment is
generally not accurate enough to ensure high-quality phase infor-
mation at high resolution. Instead, it is important to use the
‘‘coma-free’’ alignment method described below to ensure that
the illumination is as parallel to the optical axis as possible.

3.3. What can be done to prevent axial coma?

Two alternatives can be recommended for performing (axial)
coma-free alignment. A fast but somewhat qualitative procedure
is to slowly switch (‘‘wobble’’) the beam tilt back and forth by plus
and minus !10 mrad, first in the x-direction and then in the y-
direction, while viewing the image on the fluorescent screen (or
with a video-rate camera). The amount of beam tilt is adjusted
(as the tilt is wobbled) until the image that is seen with a plus tilt
angle is indistinguishable from that seen with a minus tilt angle. A
more quantitative procedure is to generate a tableau of CTF pat-
terns corresponding to a systematic pattern of beam tilt, as was
used by Zemlin et al. (1978). If the first such tableau shows visible
asymmetry from left to right or from top to bottom, the amount of
beam tilt in the ‘‘aligned’’ position is changed and a new tableau is
generated. This process is continued until the tableau is made as
symmetric in appearance as is possible. An example is presented
in Fig. 3, where the five-panel tableau that was initially obtained
after current-axis alignment is shown in Fig. 3A, while Fig. 3B
shows the tableau that was obtained after optimizing the amount
of beam tilt in the ‘‘aligned’’ position.

In addition to using one of the above methods of coma-free
alignment, it is important to first adjust the alignment pivot-points
in both the x and y directions such that translating the beam does
not introduce a beam tilt, and such that applying a beam tilt does
not cause a significant beam translation. Some types of micro-
scopes provide menu-driven instructions for adjusting the pivot
points. When that is not the case, it is advisable to ask the local ser-
vice engineer for instruction on how to do the required adjustment
of pivot points.

4. Off-axis coma

4.1. Physical explanation of the effect

The magnitude of the local beam-tilt angle increases linearly
with the distance from the coma-free axis when the illumination

Source-size       
angle “ α” 

α

Illumination tilt      
angle “ θ” 

θ

Divergence/convergence    
angle “ β” 

β

A B C

Fig. 2. Illustration of three physical effects that can cause the incident illumination to be tilted relative to the optical axis of the objective lens. A fourth effect, not shown here
but explained in the text, results in an azimuthal tilt of the illumination, due to the spiral trajectories of electrons within the magnetic field of the objective lens. As is shown
in the figure, the angles a and b describe the direction of a ray relative to the mid-point of a distribution; the same symbols are also used to refer to the half-angle of the
distribution. (A) A given point on the specimen is illuminated by a finite ‘‘source’’ of electrons, i.e. the final beam crossover that is formed above the specimen. As a result, the
illumination angle varies over a small range, with half-angle a. Although the necessarily finite source-size limits the spatial coherence of the illumination, it is not normally a
consideration when discussing coma. (B) Assuming that the illumination can be approximated as being perfectly parallel, the direction of the beam may still be tilted by an
angle, h, relative to the optical axis. (C) Assuming that the final beam crossover can be approximated as a point source, the illumination reaching the specimen is nevertheless
either a diverging spherical wave (as is shown in this panel) or a converging spherical wave. As a result, the local tilt angle, b, varies continuously over the illuminated area. As
is explained in the text, the maximum value of b depends upon the position of the beam crossover relative to the front focal plane of the objective-lens ‘‘pre-field’’, and b is
zero only when the illumination is focused exactly onto the front focal plane of the pre-field lens.

4 R.M. Glaeser et al. / Journal of Structural Biology xxx (2011) xxx–xxx

Please cite this article in press as: Glaeser, R.M., et al. Precise beam-tilt alignment and collimation are required to minimize the phase error associated with
coma in high-resolution cryo-EM. J. Struct. Biol. (2011), doi:10.1016/j.jsb.2010.12.005

Glaeser et al. (2011).  Precise beam-tilt alignment and collimation 
are required to minimize the phase error associated with coma in high-resolution 
cryo-EM.  J. Struct. Biol. 174, 1-10.

Coma

On-axis coma
(beam tilt)

Off-axis coma
(divergent/convergent illumination)

Specimen

Objective lens

Electron source

Figure 2 from
manuscript:
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is divergent (or, alternatively, convergent) at the plane of the spec-
imen, as it is shown to be in Fig. 2C. The coma that results from this
off-axis beam tilt is directed radially, and it has the same magni-
tude for all points in the specimen that are a given distance from
the coma-free axis. This contribution to off-axis coma is identical
to the coma that occurs in a glass lens, and it is often referred to
as isotropic coma. Failure to ensure that the off-axis tilt angle, b, re-
mains small is the main reason why off-axis coma can become
important at resolutions approaching 0.4 nm. There are, in addi-
tion, two other ways in which off-axis coma is produced. Under
typically used conditions, these additional contributions are small
enough to be ignored, but nevertheless we briefly describe them
here for completeness.

The first of these contributions is the radial coma that still re-
mains when the b-angle, shown in Fig. 2C, is zero5. Such an effect
is understandable when one recognizes that illumination that is par-
allel to the coma-free axis defined for one point in the specimen is
necessarily tilted relative to the direction of the coma-free axis for
a second point that is some distance from the (first) coma-free axis6.

The second form of off-axis coma occurs because electrons fol-
low spiral trajectories within the magnetic field of the lens. As a re-
sult, the incident illumination, which might have been expected to
be parallel to the optical axis, is actually skewed (Christenson and
Eades, 1986; Christenson and Eades, 1988), with the electron tra-
jectories now being tilted azimuthally rather than radially. Like
the angle b, the skew angle increases linearly with the distance
from the coma-free axis. The resulting coma is referred to as azi-
muthal (anisotropic) coma, as its direction is tangential to a circle
that could be drawn at a given radius.

4.2. When is off-axis coma important?

4.2.1. Effect due to convergent or divergent illumination
In order to understand when off-axis coma is important, we first

consider the optics of the illumination system in more detail. In a
two-condenser-lens system, the angle b shown in Fig. 2C, varies
over the illuminated area by an amount that depends on the set-
ting of C2. The condenser is said to be ‘‘in focus’’ when the cross-
over is at the specimen. The cross-over then moves upwards or
downwards when the condenser is over-focused or under-focused,
respectively. When the condenser focus is changed sufficiently, the
cross-over lies at the front focal plane of the objective-lens pre-
field (see Footnote (8) for a further explanation of what is meant
by ‘‘objective-lens pre-field’’). As a result, the crossover (as seen
by the specimen) reaches infinity, i.e. the illumination at the spec-
imen is parallel. It must be emphasized that the beam thus is par-
allel across the field of view for only one specific value of the C2
lens. A more detailed description of the behavior of the b-angle
beam tilt, which involves considering the virtual image of the C2
aperture as seen from the specimen plane, is presented in
Fig. S2A7 and Fig. S2B.

The maximum value of the beam tilt, bmax, depends on the
diameter D of the illuminated area as

bmax ¼
DC2
MC2

" D
! "

2d
; ð5Þ

where, (as is indicated in Fig. S2) MC2 is the demagnification from
the C2 aperture to the virtual image of the C2 aperture; DC2 is the
diameter of the C2 aperture; and d is the distance from the speci-
men to the virtual image of the C2 aperture. The value of bmax varies
linearly with D, the diameter of the illuminated area, as is shown in

Fig. 3. A comparison of the tableau of FFTs obtained after current-axis alignment to the tableau obtained after (nearly) coma-free alignment. (A) FFT tableau obtained after
current-axis alignment. The center panel shows the FFT of an image recorded without applying an additional beam tilt, while the panels on the four corners show the FFTs for
images recorded after applying additional beam tilts of approximately ± 5 mrad in the x and y directions, respectively. The fact that the astigmatism is slightly different for
‘‘plus’’ versus ‘‘minus’’ tilt angles demonstrates that the beam direction after performing current-axis alignment (i.e. in the central panel) is not parallel to the coma-free axis.
(B) FFT tableau after performing coma-free alignment, i.e. after adjusting the beam-tilt angle so as to make the defocus and astigmatism as similar as possible for symmetrical
beam tilts in the x and y directions, respectively.

5 Slightly convergent illumination can actually produce zero radial off-axis coma
(Rose, 2009). One can think of the radial off-axis coma introduced by using
intentionally convergent illumination as compensating for the isotropic off-axis
coma that exists for parallel illumination.

6 For a thin lens, it is easy to see that a ray that passes through a point of the
specimen that is at a position R – 0 (relative to the current coma-free axis) is actually
tilted by an angle %R/f (where, f is the focal length of the lens) relative to the direction
of the coma-free axis at the position R – 0. For a thick lens, however, the radial coma
that occurs at the position R is much smaller than would be expected, based on the
angle calculated for a thin lens. This point emerges from ray tracing and/or calculation
of the aberration integral.

7 The images of the C2 aperture that are shown in Fig. S2A are referred to as virtual
images. ‘‘Virtual’’ means that these are the images that would be formed if there were
no magnetic field (and its associated lens action) below the specimen. The geometric
construction of the virtual images of the C2 aperture shown in Fig. S2A is used to
derive the linear relationship between bmax and D that is given in Eq. (5).

R.M. Glaeser et al. / Journal of Structural Biology xxx (2011) xxx–xxx 5

Please cite this article in press as: Glaeser, R.M., et al. Precise beam-tilt alignment and collimation are required to minimize the phase error associated with
coma in high-resolution cryo-EM. J. Struct. Biol. (2011), doi:10.1016/j.jsb.2010.12.005

Figure 3 from
Glaeser et al. (2011):

Correction of on-axis coma by “coma free alignment”

Specimen

Obj lens
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3.2. When is axial coma important?

As is shown in Eq. (4), the phase error due to coma increases
steeply (i.e. as the third power) with the resolution (expressed as
the spatial frequency, s). As a result, coma may cause a negligible
effect up to a given resolution (say 0.8 nm), but at the same time it
may cause the phases to be essentially random at only twice that
resolution (say 0.4 nm). The parameters that determine whether
axial coma is important, for which the user has experimental con-
trol, are the beam tilt, which we emphasize in the discussion below,
and the electron wavelength. The wavelength-squared dependence
of the phase error is actually quite significant. All else being equal,
for example, the phase error is reduced by a factor of !2.2 when
going fromanelectron energyof 100 keV to200 keV, and it is further
reduced by a factor of !1.6 when going from 200 keV to 300 keV.

Another important point to make is that the other two effects of
beam tilt, i.e. the introduction of excess defocus and excess astig-
matism, actually remain negligible at the point when the phase er-
ror due to axial coma first becomes too large to ignore. Referring to
Eqs. (2) and (3), respectively, and assuming Cs = 2.5 mm and
k = 2 pm (i.e. electron energy = 300 keV), a beam tilt of 1 mrad
introduces an excess defocus of only 5 nm and an excess astigma-
tism that is only half that value, while the maximum phase error is
already !56! at a resolution of 0.4 nm. Since the values of the
accelerating voltage and the coefficient of spherical aberration,
Cs, vary from one microscope design to another, the reader should
use Eqs. (2)–(4) to calculate the values that apply to their respec-
tive research instruments.

Because the excess defocus and the excess astigmatism are rel-
atively insensitive to beam tilt, alignment of the incident beam to
the current axis of the objective lens is fully effective as a way to
reduce these two effects to negligibly small values. At the same
time, however, one must be aware that current-axis alignment is
generally not accurate enough to ensure high-quality phase infor-
mation at high resolution. Instead, it is important to use the
‘‘coma-free’’ alignment method described below to ensure that
the illumination is as parallel to the optical axis as possible.

3.3. What can be done to prevent axial coma?

Two alternatives can be recommended for performing (axial)
coma-free alignment. A fast but somewhat qualitative procedure
is to slowly switch (‘‘wobble’’) the beam tilt back and forth by plus
and minus !10 mrad, first in the x-direction and then in the y-
direction, while viewing the image on the fluorescent screen (or
with a video-rate camera). The amount of beam tilt is adjusted
(as the tilt is wobbled) until the image that is seen with a plus tilt
angle is indistinguishable from that seen with a minus tilt angle. A
more quantitative procedure is to generate a tableau of CTF pat-
terns corresponding to a systematic pattern of beam tilt, as was
used by Zemlin et al. (1978). If the first such tableau shows visible
asymmetry from left to right or from top to bottom, the amount of
beam tilt in the ‘‘aligned’’ position is changed and a new tableau is
generated. This process is continued until the tableau is made as
symmetric in appearance as is possible. An example is presented
in Fig. 3, where the five-panel tableau that was initially obtained
after current-axis alignment is shown in Fig. 3A, while Fig. 3B
shows the tableau that was obtained after optimizing the amount
of beam tilt in the ‘‘aligned’’ position.

In addition to using one of the above methods of coma-free
alignment, it is important to first adjust the alignment pivot-points
in both the x and y directions such that translating the beam does
not introduce a beam tilt, and such that applying a beam tilt does
not cause a significant beam translation. Some types of micro-
scopes provide menu-driven instructions for adjusting the pivot
points. When that is not the case, it is advisable to ask the local ser-
vice engineer for instruction on how to do the required adjustment
of pivot points.

4. Off-axis coma

4.1. Physical explanation of the effect

The magnitude of the local beam-tilt angle increases linearly
with the distance from the coma-free axis when the illumination

Source-size       
angle “ α” 

α

Illumination tilt      
angle “ θ” 

θ

Divergence/convergence    
angle “ β” 

β

A B C

Fig. 2. Illustration of three physical effects that can cause the incident illumination to be tilted relative to the optical axis of the objective lens. A fourth effect, not shown here
but explained in the text, results in an azimuthal tilt of the illumination, due to the spiral trajectories of electrons within the magnetic field of the objective lens. As is shown
in the figure, the angles a and b describe the direction of a ray relative to the mid-point of a distribution; the same symbols are also used to refer to the half-angle of the
distribution. (A) A given point on the specimen is illuminated by a finite ‘‘source’’ of electrons, i.e. the final beam crossover that is formed above the specimen. As a result, the
illumination angle varies over a small range, with half-angle a. Although the necessarily finite source-size limits the spatial coherence of the illumination, it is not normally a
consideration when discussing coma. (B) Assuming that the illumination can be approximated as being perfectly parallel, the direction of the beam may still be tilted by an
angle, h, relative to the optical axis. (C) Assuming that the final beam crossover can be approximated as a point source, the illumination reaching the specimen is nevertheless
either a diverging spherical wave (as is shown in this panel) or a converging spherical wave. As a result, the local tilt angle, b, varies continuously over the illuminated area. As
is explained in the text, the maximum value of b depends upon the position of the beam crossover relative to the front focal plane of the objective-lens ‘‘pre-field’’, and b is
zero only when the illumination is focused exactly onto the front focal plane of the pre-field lens.

4 R.M. Glaeser et al. / Journal of Structural Biology xxx (2011) xxx–xxx

Please cite this article in press as: Glaeser, R.M., et al. Precise beam-tilt alignment and collimation are required to minimize the phase error associated with
coma in high-resolution cryo-EM. J. Struct. Biol. (2011), doi:10.1016/j.jsb.2010.12.005

Minimize off-axis coma

Off-axis coma
(divergent/convergent illumination)

Specimen

Objective lens

Electron source
Obtaining parallel illumination 
with a C3 lens:
Wobble objective lens (focus) 
while adjusting C3 lens.  The size 
of the illuminated remains 
constant when illumination is 
parallel. (haven’t actually done 
myself)

Obtaining parallel illumination 
without a C3 lens:
Choose an appropriate C2 
aperture and area to illuminate 
with the C2 lens

FEI Titan/Zeiss Libra microscopes 
have a 3rd condenser lens.
JEOL?
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βmax is the maximum tilt angle (at 
edge of irradiated area)

DC2 is the diameter of the C2 
aperture

MC2 is the demagnification of the 
C2 aperture onto front focal plane 
of objective lens by microscope 

D is the diameter of the region 
irradiated on specimen

d is the distance from the specimen 
to the virtual image of the C2 
aperture

Maximum off-axis coma with a 2 condenser lens microscope

€ 

βmax =

DC 2

MC 2
− D

⎛ 

⎝ 
⎜ 

⎞ 

⎠ 
⎟ 

2d

3.2. When is axial coma important?

As is shown in Eq. (4), the phase error due to coma increases
steeply (i.e. as the third power) with the resolution (expressed as
the spatial frequency, s). As a result, coma may cause a negligible
effect up to a given resolution (say 0.8 nm), but at the same time it
may cause the phases to be essentially random at only twice that
resolution (say 0.4 nm). The parameters that determine whether
axial coma is important, for which the user has experimental con-
trol, are the beam tilt, which we emphasize in the discussion below,
and the electron wavelength. The wavelength-squared dependence
of the phase error is actually quite significant. All else being equal,
for example, the phase error is reduced by a factor of !2.2 when
going fromanelectron energyof 100 keV to200 keV, and it is further
reduced by a factor of !1.6 when going from 200 keV to 300 keV.

Another important point to make is that the other two effects of
beam tilt, i.e. the introduction of excess defocus and excess astig-
matism, actually remain negligible at the point when the phase er-
ror due to axial coma first becomes too large to ignore. Referring to
Eqs. (2) and (3), respectively, and assuming Cs = 2.5 mm and
k = 2 pm (i.e. electron energy = 300 keV), a beam tilt of 1 mrad
introduces an excess defocus of only 5 nm and an excess astigma-
tism that is only half that value, while the maximum phase error is
already !56! at a resolution of 0.4 nm. Since the values of the
accelerating voltage and the coefficient of spherical aberration,
Cs, vary from one microscope design to another, the reader should
use Eqs. (2)–(4) to calculate the values that apply to their respec-
tive research instruments.

Because the excess defocus and the excess astigmatism are rel-
atively insensitive to beam tilt, alignment of the incident beam to
the current axis of the objective lens is fully effective as a way to
reduce these two effects to negligibly small values. At the same
time, however, one must be aware that current-axis alignment is
generally not accurate enough to ensure high-quality phase infor-
mation at high resolution. Instead, it is important to use the
‘‘coma-free’’ alignment method described below to ensure that
the illumination is as parallel to the optical axis as possible.

3.3. What can be done to prevent axial coma?

Two alternatives can be recommended for performing (axial)
coma-free alignment. A fast but somewhat qualitative procedure
is to slowly switch (‘‘wobble’’) the beam tilt back and forth by plus
and minus !10 mrad, first in the x-direction and then in the y-
direction, while viewing the image on the fluorescent screen (or
with a video-rate camera). The amount of beam tilt is adjusted
(as the tilt is wobbled) until the image that is seen with a plus tilt
angle is indistinguishable from that seen with a minus tilt angle. A
more quantitative procedure is to generate a tableau of CTF pat-
terns corresponding to a systematic pattern of beam tilt, as was
used by Zemlin et al. (1978). If the first such tableau shows visible
asymmetry from left to right or from top to bottom, the amount of
beam tilt in the ‘‘aligned’’ position is changed and a new tableau is
generated. This process is continued until the tableau is made as
symmetric in appearance as is possible. An example is presented
in Fig. 3, where the five-panel tableau that was initially obtained
after current-axis alignment is shown in Fig. 3A, while Fig. 3B
shows the tableau that was obtained after optimizing the amount
of beam tilt in the ‘‘aligned’’ position.

In addition to using one of the above methods of coma-free
alignment, it is important to first adjust the alignment pivot-points
in both the x and y directions such that translating the beam does
not introduce a beam tilt, and such that applying a beam tilt does
not cause a significant beam translation. Some types of micro-
scopes provide menu-driven instructions for adjusting the pivot
points. When that is not the case, it is advisable to ask the local ser-
vice engineer for instruction on how to do the required adjustment
of pivot points.

4. Off-axis coma

4.1. Physical explanation of the effect

The magnitude of the local beam-tilt angle increases linearly
with the distance from the coma-free axis when the illumination

Source-size       
angle “ α” 

α

Illumination tilt      
angle “ θ” 

θ

Divergence/convergence    
angle “ β” 

β

A B C

Fig. 2. Illustration of three physical effects that can cause the incident illumination to be tilted relative to the optical axis of the objective lens. A fourth effect, not shown here
but explained in the text, results in an azimuthal tilt of the illumination, due to the spiral trajectories of electrons within the magnetic field of the objective lens. As is shown
in the figure, the angles a and b describe the direction of a ray relative to the mid-point of a distribution; the same symbols are also used to refer to the half-angle of the
distribution. (A) A given point on the specimen is illuminated by a finite ‘‘source’’ of electrons, i.e. the final beam crossover that is formed above the specimen. As a result, the
illumination angle varies over a small range, with half-angle a. Although the necessarily finite source-size limits the spatial coherence of the illumination, it is not normally a
consideration when discussing coma. (B) Assuming that the illumination can be approximated as being perfectly parallel, the direction of the beam may still be tilted by an
angle, h, relative to the optical axis. (C) Assuming that the final beam crossover can be approximated as a point source, the illumination reaching the specimen is nevertheless
either a diverging spherical wave (as is shown in this panel) or a converging spherical wave. As a result, the local tilt angle, b, varies continuously over the illuminated area. As
is explained in the text, the maximum value of b depends upon the position of the beam crossover relative to the front focal plane of the objective-lens ‘‘pre-field’’, and b is
zero only when the illumination is focused exactly onto the front focal plane of the pre-field lens.

4 R.M. Glaeser et al. / Journal of Structural Biology xxx (2011) xxx–xxx

Please cite this article in press as: Glaeser, R.M., et al. Precise beam-tilt alignment and collimation are required to minimize the phase error associated with
coma in high-resolution cryo-EM. J. Struct. Biol. (2011), doi:10.1016/j.jsb.2010.12.005

Microscope MC2 (micro-probe) MC2 (nano-probe)

FEI T12 (twin) 10.7 40.2
FEI F20 (twin) 5.2 40
FEI Polara/F30 (twin) 5.2 35

Equation 5 from Glaeser et al. (2011)

50 µm C2 aperture in microprobe mode is sufficient for ~5.5 Å resolution on F20 and ~4.5 Å 
resolution on F30 with almost any illumination area
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Coherence:
• Use the brightest electron source you can afford:
  Tungsten<LaB6<FEG<X-FEG(?)
• Use a combination of Condenser 1 lens and Condenser 2 
  aperture that gives you only the brightness you need

Coma:
• Perform the coma-free alignment on your microscope
• Ensure you have a sufficiently parallel beam by choosing
  an appropriate C2 aperture and beam diameter at the 
  specimen (depends on resolution desired)
• Use a microscope with continuously adjustable 3rd
  condenser lens

Suggestions:

19



Drift

20



Image movement (drift) creates blurred images
(loss of high-resolution detail)
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How much drift is acceptable?
Consider averaging 100 waves of wavelength  λ with different drifts from wave 1 to wave 100

Things to realize:
1) Adding any two waves of wavelength λ 
produces a 3rd wave of wavelength λ
2) Adding a series of ‘drifting’ waves changes 
the amplitude of the sum wave
3) Adding a series of ‘drifting’ waves changes
the position of the maximum of the sum wave
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Sources of specimen drift:
1) Cryoholder changing temperature

2) Boiling in cryoholder Dewar
3) Unsecured grid

4) Unstable microscope stage or holder or stage/holder 
     combination

5 nm
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Lens Exposure
(SA 50000x)

Search
(LM 2100x)

Search
(SA Diff ~2100)

Spot size 14.31% 14.31% 14.31%

Intensity 50.89% 50.42% 60.91%

Minicondenser 83.92% 83.92% 83.92%

Objective 88.41% 6.00% 88.49%

Diffraction 65.84% 34.82% 36.58%

Intermediate 65.14% 87.91% 52.43%

Projector 1 90.73% 0.01% 72.48%

Projector 2 77.10% 89.54% 86.75%

Spot size
Intensity

Objective

Diffraction
Intermediate

Projector 1
Projector 2

Minicondenser

*Values for Toronto FEI F20 
microscope

Changing magnification - a source of image drift?
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Lens Exposure
(SA 50000x)

Search
(LM 2100x)

Search
(SA Diff ~2100x)

Spot size 14.31% 14.31% 14.31%

Intensity 50.89% 50.42% 60.91%

Minicondenser 83.92% 83.92% 83.92%

Objective 88.41% 6.00% 88.49%

Diffraction 65.84% 34.82% 36.58%

Intermediate 65.14% 87.91% 52.43%

Projector 1 90.73% 0.01% 72.48%

Projector 2 77.10% 89.54% 86.75%

Spot size
Intensity

Objective

Diffraction
Intermediate

Projector 1
Projector 2

Minicondenser
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• Ensure cryoholder clamps grid properly
• Ensure cryoholder is stable in the microscope
• Use a defocused diffraction pattern for searching rather than a 
   low-magnification microscope mode
• Use a DDD in movie mode to correct drift computationally?

Suggestions for ensuring a stable specimen and image:
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Defocus
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Effects of defocus

~1 μm ~2 μm ~3 μm

~4 μm ~5 μm ~6 μm
Image: exposure 12 e-/Å2, 1.4 Å/pixel, 24 e-/pixel, 200 kV, record on F20 with DE-12 
FFT: 2048x2048 pixels, compressed 5x5
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Effects of defocus:
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Condition Advantages Disadvantages

High defocus • More contrast at low 
resolution for particle 
image selection
• More contrast at low 
resolution for image 
alignment

• More severe coherence 
envelope at high resolution
• Faster oscillations at 
high resolution makes 
CTF correction more 
difficult

Low defocus • Slower oscillations at 
high resolution make CTF 
correction more robust
• Less severe coherence 
envelope provides higher 
contrast at high resolution

• Little contrast at low 
resolution for particle 
image selection
• Less contrast at low 
resolution for image 
alignment
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Defocus
• Use as much defocus as you need to select and align
  particles (but not more)

Suggestions:

32



Radiation damage
(note: no discussion of “what is radiation damage”)
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0-8 e-/Å2 8-16 e-/Å2

46-54 e-/Å2 78-96 e-/Å2

Baker, Smith, Bueler and Rubinstein (2010). J Struct Biol 169, 431-7.

Effects of radiation damage

We all know that 
radiation damage 
destroys high-
resolution 
information
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Important terminology: 
• Cross section of interaction
• Elastic and inelastic interactions
• Exposure and dose
• Linear energy transfer

Choices:
• Microscope voltage
• Electron exposure

35



Cross-section of interaction: likelihood of electron interacting with the 
specimen

Unit: barn (10-28 m2); outhouse (10-34 m2); shed (10-52 m2)
36



electrons have different cross sections of interaction at different 
accelerating voltages

100 kV 300 kV
37



Specimen

e-
Incoming electron
E = eVο (i.e. if Vο is 200 kV, E is 200 keV)

E=eVο  

Elastic scattering

No energy deposited in specimen

E<eVο

Inelastic scattering

Energy deposited in specimen

‘Knock on damage’ (knocking an atom out of its chemical bonds) is a type of elastic 
event that damages the specimen but cross section is very low for biological specimens 
at relevant voltages
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Exposure: number of electrons incident on specimen (e-/Å2)
• Ideally measured with a Faraday cup
• Can get a reasonable estimate from a calibrated phosphor screen

Dose: Amount of energy absorbed by specimen (eV/g; J/kg; Gy)
1 eV = 1.602 x 10-19 J

• Will be different for different electron energies
• Will depend on the specimen

Convert between exposure and dose with the Linear Energy Transfer (LET)
• Will depend on the specimen
• Approximations for protein LETs (Glaeser et al., 2007): 

4.1 MeV cm2/g at 100 keV
2.8 MeV cm2/g at 200 keV
2.3 MeV cm2/g at 300 keV
1.8 MeV cm2/g at 1 MeV

N
Å2 

MeV cm2

gcm2
Å2

MeV
J J

kg
g
kg

=xxxx N

Exposure LET Dose
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Atomic resolution microscopy 179
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Fig. 2. Comparison of the atomic cross-sections for electrons, X-rays and neutrons as a
function of wavelength of the particle or quantum. The elastic cross-sections all apply to
carbon atoms, whereas the absorption and inelastic cross-sections represent the proportional
value in a protein molecule scaled to be comparable to the carbon elastic cross-section. The
coherent, elastic cross-sections are important for phase-contrast microscopy. The absorption
and inelastic cross-sections contribute to radiation damage and arise from a variety of
mechanisms. The circular black symbols show the positions on the wavelength scale used to
derive the numbers in Table 1.

provides a considerable boost for X-ray microscopy in the water window over

electron microscopy when modes of electron microscopy based on counting modes

are considered. It has allowed Sayre et al. (1977) to state tha t ' In natural biological
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Henderson (1995)

• Damaging inelastic interactions
decrease at higher voltage

• Useful elastic interactions
decrease at higher voltage

• Ratio of inelastic:elastic stays
  approximately constant (~3:1)

• Amount of energy per inelastic
  interaction stays approximately
  constant (~20 eV)
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100 kV 200 kV 300 kV 400 kV 1000 kV

100 kV 1.0 1.5 1.8 2.0 2.3

200 kV 0.68 1.0 1.2 1.3 1.5

300 kV 0.56 0.82 1.0 1.1 1.3

400 kV 0.51 0.75 0.91 1.0 1.2

1000 kV 0.44 0.64 0.78 0.86 1.0

Voltage at which
exposure known

Voltage at which
exposure wanted

Based on linear energy transfers from Glaeser (2007)

Handy “equivalent exposure calculator”
“Equivalent exposures” result in the same number of scattering events and the same amount 
of radiation damage at different voltages
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CTF also changes with accelerating voltage
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100 kV 200 kV 300 kV 400 kV 1000 kV

100 kV 1.0 1.47 1.88 2.26 4.25

200 kV 0.678 1.0 1.27 1.53 2.89

300 kV 0.532 0.785 1.0 1.20 2.26

400 kV 0.443 0.633 0.832 1.0 1.89

1000 kV 0.235 0.347 0.442 0.530 1.0

Voltage at which
defocus known

Voltage at which
defocus wanted

New defocus must keep product of λ and Δz constant 

Handy “equivalent defocus calculator”
“Equivalent defocuses” result in the same amount of low-resolution contrast at different 
voltages
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Matching CTFs at different voltages

-1.5

-1

-0.5

0

0.5

1

1.5

0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2

CTF(f)1
CTF(f)2

100 kV, -3 µm defocus
300 kV, -5.64 µm defocus
(3 µm ⨉ 1.88)

The CTFs still differ at high resolution because of the different combination 
of λ and Cs.

Frequency (1/Å)

C
TF
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• Ewald sphere curvature is better at higher voltages (high resolution)

• Fewer multiple scattering events at higher voltages (thick specimens)

• Some detectors work better (better DQE) at higher voltages (DDDs)

• Some detectors work better (better DQE) at lower voltages (Film, CCDs)

Other voltage considerations

• Beam tilt is less severe at higher voltages (high resolution)
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Baker, Smith, Bueler and Rubinstein (2010). 
J Struct Biol 169, 431-7.

Optimizing signal-to-noise ratios in images
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Hayward and Glaeser (1979).
Ultramicroscopy 4, 201-10.
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Optimal weighting for radiation damage

Baker, Smith, Bueler, and Rubinstein (2010), J. Struct. Biol., 169, 431-7.
Baker and Rubinstein (2010), Method Enzymol 481, 373-90.

high exposures, making these exposures undesirable. We tested for
the point of bubble formation in cryo-specimens under the stan-
dard conditions that we described. We found that bubbling oc-
curred in ice over carbon between 30 and 45 e!/Å2, but we could
not see bubbling in ice over holes in a grid before 150 e!/Å2. It is
commonly observed that the inclusion of organic additives with
a specimen can reduce the exposure at which bubbling occurs,
and these additives should be avoided when preparing cryo-EM
grids. If organic additives are used for preparing EM grids, they
could reduce the electron exposures that are optimal for an exper-
iment. The second consideration has already been pointed out by
Hayward and Glaeser (1979). From Hayward and Glaeser, the
expression for SNR at a given resolution in the absence of strong
detector and structure noise is

SNR~kðNÞ /
1! e!N=2Neð~kÞ

! "2

N
: ð6Þ

This curve shows a rapid increase in SNR with increasing expo-
sures up to Noptð~kÞ, followed by a gradual decrease in SNR beyond
Noptð~kÞ. Therefore, to maximize SNR at a specific spatial frequency,
it is usually preferable to slightly over-irradiate the specimen
rather than under-irradiate it. Fig. 4 shows the SNR for several res-
olutions as a function of total accumulated exposure. Finally, when
atomic resolution structures are desired, it should be recognized
that high electron exposures can change the chemical structure
of the specimen, initially affecting cysteine, aspartate, and gluta-
mate residues (Ravelli and McSweeney, 2000). Chemical changes
to macromolecular structure can occur as early as 0.1 e!/Å2 (Hen-
derson, 2004; Matsui et al., 2002), and would need to be accounted
for in high-resolution models.

Taking the above issues into account, one can use the data in
Fig. 3 and curves like those in Fig. 4 to select an exposure for use
in an imaging experiment. For single particle experiments, for
high-resolution studies (e.g. 3–5 Å resolution) of symmetric parti-
cles, such as viruses, where determination of orientation parame-
ters for particle images is quite robust, one could use an
exposure of approximately 10 e!/Å2 to maximize the SNR for
high-spatial frequencies. For high-resolution studies of smaller
particles, where good SNRs for frequencies between 100 and 20 Å
are necessary for alignment, a somewhat higher exposure of 15–
25 e!/Å2 could be used. This exposure will improve the SNR of
the low spatial frequencies, but at the expense of a $10% decrease
in the SNR for the high-resolution information. For studies where
the goal is to build a 3-D model at modest resolution, a signifi-
cantly higher exposure of electrons, such as 30 e!/Å2, could be used
to maximize the chances of success, as long as this exposure does
not lead to bubbling in the specimen. The critical exposures that
we measured for low-resolution Fourier components can also be
used to inform the choice of exposure in electron tomography.
However, it is not clear what the relationship is between critical
exposure and the optimal cumulative exposure in a tilt series. Fi-
nally, the curve in Fig. 3 suggests that at 200 kV and liquid nitrogen
temperature, exposures lower than $10 e!/Å2 are unnecessarily
conservative for almost any imaging experiment. The shape of
the curve in Fig. 3 at high resolution is consistent with other recent
studies of radiation damage (Bammes et al., 2010). The critical
exposures that we have determined suggest that many moderate
resolution single particle studies, including our own (Rubinstein
et al., 2003; Lau et al., 2008), have been performed with unneces-
sarily conservative electron exposures that may have reduced the
accuracy of image to model alignment.
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Fig. 3. Critical and optimal exposures at 200 kV as a function of radius in Fourier space. In five different image series, the fastest fading Fourier component in each of 64
resolution bins was identified and its critical exposure determined. The average critical exposure for each resolution bin was calculated from all image series. The larger
uncertainties at higher resolutions are a result of the difficulties inherent in the measurement of low intensity Fourier components, compounded by the nature of the
logarithmic transformation. The experimental critical exposures (points) were fit as a function of resolution (i.e. the inverse of the distance of the resolution bin from the
centre of the Fourier transform) with a weighted linear regression for bins between 80 and 5 Å (solid line). The data had a Pearson’s coefficient of 0.75, which, for the size of
the data set, indicates less than a 0.05% probability that the data is uncorrelated (Taylor, 1999). The fit of the critical exposure with Fourier radius was used to plot an expected
optimal exposure curve (dashed line) at 2.5 times the critical exposure, based on the relationship derived by Hayward and Glaeser (1979). This optimal exposure estimate
assumes minimal detector and structural noise; for real samples and detectors, the optimal exposure is probably slightly lower. At 300 kV, 120 kV, and 100 kV, critical and
optimal exposures would be $25% higher, $30% lower, and $40% lower, respectively (Henderson, 1995; Yalcin et al., 2006).

L.A. Baker et al. / Journal of Structural Biology 169 (2010) 431–437 435
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R
el

at
iv

e 
si

gn
al

-to
-n

oi
se

 ra
tio

Exposure (e-/Å2)

Baker and Rubinstein (2010), Method Enzymol 481, 373-90.

Optimizing signal-to-noise ratios in images
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Optimizing signal-to-noise ratios in images

Baker and Rubinstein (2010), Method Enzymol 481, 373-90.
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Optimal weighting for radiation damage

Baker, Smith, Bueler, and Rubinstein (2010), J. Struct. Biol., 169, 431-7.
Baker and Rubinstein (2010), Method Enzymol 481, 373-90.

high exposures, making these exposures undesirable. We tested for
the point of bubble formation in cryo-specimens under the stan-
dard conditions that we described. We found that bubbling oc-
curred in ice over carbon between 30 and 45 e!/Å2, but we could
not see bubbling in ice over holes in a grid before 150 e!/Å2. It is
commonly observed that the inclusion of organic additives with
a specimen can reduce the exposure at which bubbling occurs,
and these additives should be avoided when preparing cryo-EM
grids. If organic additives are used for preparing EM grids, they
could reduce the electron exposures that are optimal for an exper-
iment. The second consideration has already been pointed out by
Hayward and Glaeser (1979). From Hayward and Glaeser, the
expression for SNR at a given resolution in the absence of strong
detector and structure noise is

SNR~kðNÞ /
1! e!N=2Neð~kÞ

! "2

N
: ð6Þ

This curve shows a rapid increase in SNR with increasing expo-
sures up to Noptð~kÞ, followed by a gradual decrease in SNR beyond
Noptð~kÞ. Therefore, to maximize SNR at a specific spatial frequency,
it is usually preferable to slightly over-irradiate the specimen
rather than under-irradiate it. Fig. 4 shows the SNR for several res-
olutions as a function of total accumulated exposure. Finally, when
atomic resolution structures are desired, it should be recognized
that high electron exposures can change the chemical structure
of the specimen, initially affecting cysteine, aspartate, and gluta-
mate residues (Ravelli and McSweeney, 2000). Chemical changes
to macromolecular structure can occur as early as 0.1 e!/Å2 (Hen-
derson, 2004; Matsui et al., 2002), and would need to be accounted
for in high-resolution models.

Taking the above issues into account, one can use the data in
Fig. 3 and curves like those in Fig. 4 to select an exposure for use
in an imaging experiment. For single particle experiments, for
high-resolution studies (e.g. 3–5 Å resolution) of symmetric parti-
cles, such as viruses, where determination of orientation parame-
ters for particle images is quite robust, one could use an
exposure of approximately 10 e!/Å2 to maximize the SNR for
high-spatial frequencies. For high-resolution studies of smaller
particles, where good SNRs for frequencies between 100 and 20 Å
are necessary for alignment, a somewhat higher exposure of 15–
25 e!/Å2 could be used. This exposure will improve the SNR of
the low spatial frequencies, but at the expense of a $10% decrease
in the SNR for the high-resolution information. For studies where
the goal is to build a 3-D model at modest resolution, a signifi-
cantly higher exposure of electrons, such as 30 e!/Å2, could be used
to maximize the chances of success, as long as this exposure does
not lead to bubbling in the specimen. The critical exposures that
we measured for low-resolution Fourier components can also be
used to inform the choice of exposure in electron tomography.
However, it is not clear what the relationship is between critical
exposure and the optimal cumulative exposure in a tilt series. Fi-
nally, the curve in Fig. 3 suggests that at 200 kV and liquid nitrogen
temperature, exposures lower than $10 e!/Å2 are unnecessarily
conservative for almost any imaging experiment. The shape of
the curve in Fig. 3 at high resolution is consistent with other recent
studies of radiation damage (Bammes et al., 2010). The critical
exposures that we have determined suggest that many moderate
resolution single particle studies, including our own (Rubinstein
et al., 2003; Lau et al., 2008), have been performed with unneces-
sarily conservative electron exposures that may have reduced the
accuracy of image to model alignment.
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Fig. 3. Critical and optimal exposures at 200 kV as a function of radius in Fourier space. In five different image series, the fastest fading Fourier component in each of 64
resolution bins was identified and its critical exposure determined. The average critical exposure for each resolution bin was calculated from all image series. The larger
uncertainties at higher resolutions are a result of the difficulties inherent in the measurement of low intensity Fourier components, compounded by the nature of the
logarithmic transformation. The experimental critical exposures (points) were fit as a function of resolution (i.e. the inverse of the distance of the resolution bin from the
centre of the Fourier transform) with a weighted linear regression for bins between 80 and 5 Å (solid line). The data had a Pearson’s coefficient of 0.75, which, for the size of
the data set, indicates less than a 0.05% probability that the data is uncorrelated (Taylor, 1999). The fit of the critical exposure with Fourier radius was used to plot an expected
optimal exposure curve (dashed line) at 2.5 times the critical exposure, based on the relationship derived by Hayward and Glaeser (1979). This optimal exposure estimate
assumes minimal detector and structural noise; for real samples and detectors, the optimal exposure is probably slightly lower. At 300 kV, 120 kV, and 100 kV, critical and
optimal exposures would be $25% higher, $30% lower, and $40% lower, respectively (Henderson, 1995; Yalcin et al., 2006).
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Use this exposure

For this resolution Use this exposure

For this resolution
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• Use enough exposure to determine particle orientations
  (but not more)
• Use a DDD in movie mode to optimally weight the
   exposure at different resolutions

Suggestions:
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Spot size
Intensity

Objective

Diffraction
Intermediate

Projector 1
Projector 2

Minicondenser

Optimizing image acquisition: be deliberate

Use a gun that gives you good spatial and 
temporal coherence

Use a C2 aperture and C2 lens setting to 
avoid off-axis coma

Align microscope to prevent on-axis coma

Avoid turning projector lenses on and off

Ensure specimen does not drift

Choose your electron exposure depending on 
your objectives (consider voltage)

Choose your defocus (consider voltage)
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2 µm hole

Size of 4k x 4k
detector with
1.4 Å/pixel

Area one needs to 
illuminate with a F20 
with 25 µm C2 
aperture in 
microprobe mode
for perfectly parallel
beam

Size of Kodak SO-163 
film when scanned at 

1.4 Å/pixel
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400 mesh
Cu/Rh EM grid

Microfabricated holey carbon film
Chester, Klemic, Stern, Sigworth 
and Klemic (Ultramicroscopy 107, 
685-91, 2005).

Apoferritin in ice

Chrome photomask
(U of Alberta NanoFab lab)

PDMS stamp

Silicon wafer with
photoresist

Glass slide

Pressure test stand
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