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Infrastructure

2017 data generation at SEMC

EM instrumentation Cameras
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Infrastructure

Data acquisition and processing platforms

EM instrumentation
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Infrastructure

On the fly data pipeline c. 2017
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Infrastructure

SEMC computational support

HPC Server and storage (DDN):
2 x 42U rack enclosures

DDN GRIDScaler GS7K appliance with 1.1PB GPFS paralegal
file system

420TB DDN WOS object storage for archival

1056 x CPU cores. 44 x SuperMicro nodes each with 24 x CPU
cores and 256GB RAM

4 x GPU nodes each with one GPU and 128GB RAM. One GPU
server with 8 x GPUs and 512GB RAM and 2 x GPU servers
each with 4 x GPUs and 512GB RAM.

4 buffer servers each with 51TB local storage, 2 x GPUs, 128GB
RAM and 10G Fiber Network cards.

5 x 36 QSFP port 56Gb/s FDR InfiniBand switches.
Bright Cluster Manager
Basic Onsite Support; 7x24 remote support




Infrastructure

Additional computational resources

&

Web resources

emgweb.nysbc.org

emg.nysbc.org/
redmine

semc.nysbc.org
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Cluster resources

SEMC
Goby cluster

SEMC
Guppy cluster

SEMC
cluster
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On site resources
EM session user Data processing user

Leginon / support Amira
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( Data transfer
computers (2)
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Example: Single-particle workflow
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if needed

Micrograph/
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Efficiency

Project: SEMC - Glutamate Dehydrogenase ((

Image Path: /gpfs/leginon/rice/17jan26c/rawdata

Hide | Expand | Contract
» Object Selection : 1

» CTF Estimation

» Stacks:3

» Particle Alignment

» Ab Initio Reconstruction
» Refine Reconstruction
» Helical Processing

» Tomography

» Direct Detector Tools

¥ Import tools

Upload particles
Upload template

23 available
Upload CTF
Upload stack
Upload reconstruction
PDB to Model
EMDB to Model
Upload model

1 available

@ Example: Single-particle workflow

After EM session

Home institution
computing/

Micrograph/

Particle sorting 2D classification

Initial 2D

classification 3D classification

Initial model

generation 3D refinement

3D refinement Model building



Balance
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Project: SEMC - Glutamate Dehydrogenase ((

Session: 17jan26c - Krios2 gdh phase pla
Image Path: /gpfs/leginon/rice/17jan26c/rawdata

Hide | Expand | Contract

Object Selection : 1

CTF Estimation

Stacks : 3

Particle Alignment

Ab Initio Reconstruction
Refine Reconstruction
Helical Processing
Tomography

Direct Detector Tools

Import tools

Upload particles
Upload template

23 available
Upload CTF
Upload stack
Upload reconstruction
PDB to Model
EMDB to Model
Upload model

1 available

Leginon / Appion web interface

Web integrated processing
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Packages offered

After EM session

Appion

=

web interface

Particle Alignment Selection Page

3 CTF Estimation Selection Page

Project: SEMC - Glutamate Dehydrogenase (GDH) (256)
session: 16dec06e - 1.68 mg/mL GDH + 0.001% DDM (1.3/1.4 UltrAu 300mesh)
Image Path: /gpfs/leginon/lkim/16decO6e/rawdata

Project: SEMC - Glutamate Dehydrogenase (GDH) (256)
Session: 16dec06e - 1.68 mg/mL GDH + 0.001% DDM (1.3/1.4 UltrAu 300mesh)

Image Path: /gpfs/leginon/lkim/16decO6e/rawdata

Hide Exiand Contract
¥ Object Selection : 3
Select Particle Picker...
4 complete
Repeat an image loop run
¥ CTF Estimation
Estimate the CTF...
5 complete
1 running
Transfer results to another preset

Repeat an image loop run

Stack creation
11 complete
more stack tools
Select Particle Alignment...
2 complete
Run Feature Analysis...
3 complete
Run Particle Clustering...
4 complete
Run MaskitOn
Template Stacks
OptiMod Common Lines
EMAN Common Lines

SIMPLE Common Lines

CTF Estimation Procedures

During CTF estimation the goal is to fit the standard CTF equation (wikipedia) & to the power
spectra of the electron micrographs

CTFFIND v4

CTFFIND uses a robust grid search algorithm to find the optimal CTF parameters. Please
see the Grigorieff lab website & for more information.

| |GCTF v1.06

This is a GPU accelerated program for real-time CTF determination, refinement,

W evaluation and correction. Please see the Dynein lab website @ for more information.

ACE 2

ACE 2 is an unpublished re-implementation of ACE1, but written in objective-C ACE2

make several improvements over ACE1 including a several speed enhancements and a

_ robust astigmatism estimate.

Note: It was designed around FEI Tecnai FEG data and other have reported problems
using this program

ACE 1

ACE1 is the original edge detection program for finding the CTF parameters. Astigmatism
estimation never worked quite right in ACE1 and it has a tendency to give false positives,

Hide | Expand | Contract
v Object Selection : 3
Select Particle Picker...

4 complete

Estimate the CTF...
5 complete
1 running

Transfer results to another
reset

Stack creation
11 complete

v Particle AII;nmenl
Select Particle Alignment...
2 complete
Run Feature Analysis...
3 complete
Run Particle Clustering...
4 complete

Run MaskitOn

v Ab Initio Reconstruction

OptiMod Common Lines
EMAN Common Lines

~ Refine Reconstruction

Run Single-Model
Refinement...

1 jobs ready to run

+ Helical Processing

Helical Image

Particle Alignment Procedures

D12 O

Particle alignment consists of shift, rotation, and mirror transformations for all particles in a
stack to a common orientation or template. The reference free methods are great methods
to create a templatefor particle picking or reference-based alignments.

Xmipp Maximum Likelihood Alignment

this method is the most robust, but takes some time to complete. It uses the Xmipp
ml_align2d ¢ program to perform alignments.

This method is unbiased and very thorough, but also the slowest of the methods (~days).
While it produces excellent tempiates, it only does a course search (integer pixels shifts and
large angle increments), so it is best to use ref-based alignment to get better alignment
parameters

Xmipp 2 Clustering 2D Alignment

this method builds a hierarchical classification of particles It uses the Xmipp 2 cl2d &
program to perform alignments. It is a relatively fast method that aligns and classify the
images at the same time. The method starts by estimating a few classes that are further
subdivided till the desired number of classes is reached. Every time an image is compared
to the class averages it is aligned before-hand. NOTE: in Xmipp 2.4 the alignment
parameters are not saved in the database, and therefore this method cannot be used
for RCT/ OTR reconstructions.

Xmipp 3 Clustering 2D Alignment

this method builds a hierarchical classification of particles It uses the Xmipp 3 cl2d &
program to perform alignments. It is a relatively fast method that aligns and classify the
images at the same time. The method starts by estimating a few classes that are further
subdivided till the desired number of classes is reached. Every time an image is compared
to the class averages it is aligned before-hand.

(PHOELIX)
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=) Who does the processing workflow?

Balance

After EM session Appion web interface

Home institution Cluster Stack List

Project: SEMC - Glutamate Dehydrogenase (GDH) (256)

C O m p uti n g / Session: 16dec06e - 1.68 mg/mL GDH + 0.001% DDM (1.3/1.4 UltrAu 300mesh)

Image Path: /gpfs/leginon/lkim/16decO6e/rawdata

Hide | Expand | Contract

Mic_:rograph/ 2D classification - Cluster Stack List
Particle sorting

Repeat an image loop run Show Composite Page
Estimate the CTF... | Clustering Info: kerden3 (ID: 13) with 1 clusters
I
BEREEE Type: Xmipp KerDen SOM
1 running
Transfer results to another preset | NI IEIEIEIEY
oSnononagg

Initial 2D v er . epsst an negelccpinin Coonnoog
3D classification TN  Coounnoo

classification 220dangn

11 compite Couozoog
more stack tools SO [elelefa]e] ]
o View montage of self-organizing map
Select Particle Alignment... « View montage as a stack for further processing (ID 39)
2 complete

Run Feature Analysis...

I n itial model 3 complete Clustering Info: coran1 (ID: 12) with 2 clusters |

generation 3 D refl nement 4 complete Ly&z;it’lDER Coran

Run MaskitOn Factor list:

Template Stacks
« 160 Class Averages [variance] (ID 41)

¥_Ab Initio Reconstruction « 80 Class Averages [variance] (ID 40)

OptiMod Common Lines
EMAN Common Lines

SIMPLE Common Lines
¥ Refine Reconstruction

3 D refl n e m e n-t M od el b u i Id i n g Run Single-Model Refinement... Type: Xmipp KerDen SOM

1 jobs ready to run nonEERRR
Run Multi-Model Refinement... DoRnANRE

¥ Helical Processing

Helical Image Processing nnooooog
v Direct Detector Tools oooooonR

|CIushrIng Info: kerden1 (ID: 11) with 1 clusters

|7 ] [ s
| [=|=IN]S]
[s[slsle]s]
[Sle]=]<]<]
[slel<]=]=]
[elelaS}e]
pefel=Tele]
JShela=l}
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=) Who does the processing workflow?

After EM session Appion web interface for TEM use

Home institution
computing/

Balance

] Cluster Stack List

Xa
Appion

Project: SEMC - Glutamate Dehydrogenase (GDH) (256)

Session: 16dec06e - 1.68 mg/mL GDH + 0.001% DDM (1.3/1.4 UltrAu 300mesh)
Image Path: /gpfs/leginon/lkim/16dec06e/rawdata

Hide | Expand | Contract

Micrograph/ oD classification . Cluster Stack List
Particle sorting

Repeat an image loop run Show Composite Page
Estimate the CTF... | Clustering Info: kerden3 (ID: 13) with 1 clusters
I
BEREEE Type: Xmipp KerDen SOM
1 running
Transfer results to another preset | NI IEIEIEIEY
oSnononagg

Initial 2D v er . epsst an negelccpinin Coonnoog
3D classification TN  Coounnoo

classification 2ganancg cessing

11 compite Couozoog
more stack tools SO [elelefa]e] ]
o View montage of self-organizing map runs
Select Particle Alignment... « View montage as a stack for further processing (ID 39)
2 complete

Run Feature Analysis...

I n it i aI m Od eI 3 complete Clustering Info: coran1 (ID: 12) with 2 clusters |

generation 3 D refl nement 4 complete Ly&z:oit’lDER Coran

Run MaskitOn Factor list:

Template Stacks
« 160 Class Averages [variance] (ID 41)
« 80 Class Averages [variance] (ID 40)

¥ Ab Initio Reconstruction
OptiMod Common Lines

EMAN Common Lines

I |CIushrIng Info: kerden1 (ID: 11) with 1 clusters
1 1 1 Run Single-Model Refinement... Type: Xmipp KerDen SOM 4 8 5 5
3D refinement Model building

1 jobs ready to run nonEERRR
Run Multi-Model Refinement... DoRnANRE

¥ Helical Processing

Helical Image Processing nnooooog

¥ Direct Detector Tools

|7 oo ]
| [=|=IN]S]
[s[slsle]s]
[Sle]=]<]<]
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[elelaS}e]
pefel=Tele]
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CAN'T STOP.
Too Busy!!

Strategy

Too busy to improve?

audiencestack.com




A Feedback from the community &

Production

Strategy

Development
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Time /
Resources



Processing at SEMC

®

Community Infrastructure
What is our user What is our
community infrastructure?
asking for?

@ & 4

Efficiency Balance Strategy
How does What is the balance = How do we evolve
processing lead between staff and and prepare for
to more efficient user effort? future advances?

data collection?



. PROCESSING

(cont)

before scaling up and support issues

..Anchi

Anchi Cheng Sargis Dallakyan Carl Negro
Res. Staff Scientist Res. Programmer Res. Programmer




Infrastructure

Before 3 Krioses

EM instrumentation Cameras
FEI Titan Krios#1 b
K2 x1 )
B 2 direct detectors
FEl Tecnai F20 2 on 2 TEMs
DE20 _iim
TVIPS 4K CMOS ™ y
\
! 3 CMOS/CCDs
JEOL 1230 [} «
Gatan US4000CCD ™ on 1 -SFEIIYI/IS +1
FEI Helios 650 g
Quorum cryostage | \' Y,




Infrastructure

2015 2016 computation support

Guppy (8 nodes with 4-8 CPU cores)
= 1 Database and 1 web server
= 3 gpu workstations

= |ndividually mounted storage 300 TB

= GPFS storage 0.5 PB
= DE20 dedicated processing server (24 Processors)

= 1056 x CPU cores. 44 x SuperMicro nodes each with 24 x CPU
cores and 256GB RAM

= 4 x GPU nodes each with one GPU and 128GB RAM.
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Efficiency

Typical Problems

'@' During EM session

= Frame alignment from the last user is not
finished

= Web service image loading can not keep
up with multiple user viewing.

= Database query lock up.

=  Computation resource upgrade in
progress

@ After EM session

Inefficient request of resource
— Ask more than needed
— ASsk less than required

Small one processor jobs compete with
MPI processes.

Users do not (know how to) clean up bad
processing results.

New development breaks the pipeline.



@ Simons Electron Microscopy Center

Anchi Cheng  Sargis Dallakyan Zhening Zhang Carl Negro Alex Wei Phil Baldwin Clint Potter Bridget Carragher
Res. Staff Scientist Res. Programmer Res. Scientist Res. Programmer Technician Staff Scientist Director Director

NEW YORK STRUCTURAL BIOLOGY CENTER
Simons Electron Microscopy Center

Yong Zi Tan Venkat Dandey Alex Noble Micah Rapp Priyamvada Acharya Giovanna Sqaphj Julia Brasch
Grad. Student Post Doc. Post Doc. Grad Student Embedded Post Doc. Embedded Scientist Embedded Post Doc.
Bill Rice Ed Eng Ashleigh Raczkowski  Kelsey Jordan Laura Kim Crystal Premo
EM Manager Staff Scientist Senior Technician Technician Research Associate Administrator

National Resource for Automated Molecular Microscopy
http://nramm.nysbc.org



